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1.  INTRODUCTION 
   Data mining the analysis step of the Knowledge Discovery 

in Databases (KDD) process. The data mining process is to 

extract information from a data set and transform it into an 

understandable structure for further use. Aside from the raw 

analysis step, it involves database and data management 

aspects, data pre-processing, model and inference 

considerations, interestingness metrics, complexity 

considerations, post-processing of discovered structures, 

visualization, and online updating. Market segmentation plays 

a crucial role in product development and has become an 

essential part of product innovation [6].  According to the 

information, companies can develop new types of products to 

match diverse customer needs or deploy resources effectively 

to manufacture a product for the most potential segment [2]. 

 

1.1 Clustering 
   Clustering is the task of grouping a set of objects in such a 

way that objects in the same group are more similar to each 

other than to those in other groups. It is a main task of 

exploratory data mining, and a common technique for 

statistical data analysis, used in many fields, including 

machine learning, pattern recognition, image analysis, 

information retrieval, and bioinformatics. The one way 

clustering algorithms aim to divide a set of objects into groups 

(clusters) by finding a one-way division of data to produce 

clusters where customers behave similarly over all the 

segmentation variables [5]. Clustering is also used in outlier 

detection applications such as detection of credit card fraud. 

These clustering methods obtain a global model rather than a 

local model, failing to discover subgroups of customers who 

have similar characteristics on partial variables, especially in 

high-dimensional data is the major drawback [9].  

 

1.2 Biclustering 
   Biclustering is a popular approach to analyze patterns in a 

dataset, especially those of biological origin such as 

expression data. Biclustering performs better than classical 

clustering techniques under certain data sets, since it can 

simultaneously cluster both rows and columns of matrix. 

Given a set of m rows in n columns (i.e., an m x n matrix), the 

biclustering algorithm generates biclusters – a subset of rows 

which exhibit similar behavior across a subset of columns, or 

vice versa. The detection of biclusters is an NP-hard problem 

and the computational complexity is very high [12]. Test 

clustering can solve the high-dimensional sparse p0.roblem, 

which means clustering text and words at the same time. 

   When clustering text, it needs to think about not only the 

words information, but also the information of words clusters 

that was composed by words. Then according to similarity of 

feature words in the text, will eventually cluster the feature 

words. This is called co-clustering which is represented in 
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Figure 1. The idea of biclustering method is an NP-hard 

problem and the computational complexity is very high. In the 

practical scenarios, customers share similarly only on a small 

fraction of variables, such as knowledge, need, attitude, 

interest and loyalty status [11]. The customer pain points 

reflect customers core concerns, main interests and emergent 

needs for products, thus identifying groups of customers who 

have similar pain points is more beneficial for companies to 

achieve accurate market segmentation and positioning. 

Because the pains that make customers uncomfortable, 

annoying or frustrating towards a product, normally result 

from deficiencies, shortcomings, problems, or defects of the 

product [3]. Thus, biclustering was proposed to discover 

subgroups of customer that share similar transcriptional 

behaviors over a subset of conditions in a microarray 

experiment. 

 
Figure 1 Representation of the biclustering model 

 

1.3 Problem Statement 
 In an existing work the data is collected from the 

customer then that can be converted into binary data. In order 

to get the binary data, data transformation process is executed. 

So because of discretization there occurs data loss. So this 

leads to incorrect outcome. The second drawback, this method 

avoids overlapping, so this made one customer to assign one 

segment, so in some practical situation it is not possible to find 

the proper results.  

   

2. METHODOLOGY  
 

2.1 Bcbimax Algorithm 
   The BCBimax algorithm of biclustering technique is 

introduced to conduct market segmentation using customer 

pain points. The original algorithm generates overlapping 

biclusters, which means that an object can be classified into 

multiple subgroups. The BCBimax algorithm of biclustering 

technique is introduced to conduct market segmentation using 

customer pain points [10]. The BCBimax method that derives 

from the BiMax method was first put forward to serve as a 

reference method or a baseline for comparison of main 

biclustering algorithms employed in expression data as 

represented in Figure 2.  

   The data structure is expressed by a binary matrix, where the 

rows represent customers and the columns represent customer 

pain points. A set of n customers (rows) form customer pain 

points (columns) is recorded as a binary matrix E, where an 

element eij being 1 represents that customer i chooses pain 

points j and otherwise eij equals 0. A bicluster (R , C) 

corresponds to a subset of customers R that collectively 

experience a subset of pain points , which means that a pair 

(R,C) defines a submatrix of E where all elements are 1. But 

there comes a question that if the value of an element eij is 1, 

by definition, it is a bicluster itself. It makes no sense to find 

such a pattern. On the contrary, the real goal is to discover all 

biclusters that are inclusion-maximal.  
  

 
Figure 2 BcBiMax algorithm 

 

   The idea of the BCBimax algorithm lies in partitioning a 

binary matrix E into three sub-matrices, one of which contains 

only 0s and thus can be removed. Then the remaining two sub-

matrices U and V are processed recursively with the 

algorithm; the recursion stops if the current matrix represents a 

bicluster that contains only 1s. For the purpose of prohibiting 

overlaps, the bicluster with the maximum number of 1 is 

stored and the next bicluster is searched from the data which 

has excluded the rows of the already found bicluster. In 

conclusion, the BCBimax algorithm adopts a recursive divide 

and a conquer strategy to enumerate all biclusters in a binary 

matrix E. The detail process is illustrated as follows; 

 

Step1. Choose a random row containing a mixture of 1s and 

0s to divide the original matrix E into two column sets: CU and 

CV, as shown in Fig. 3. If there are no such rows that fit the 

criterion, all elements of the matrix either equal 1, in which 

case the entire matrix is a single bicluster, or all elements 

equal 0, in which case, it has no biclusters. 

 
Figure 3 Step 1 of BCBimax algorithm. 
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Step 2. Divide the m rows into three sets, RU are rows with 1s 

only in column set CU , RW are rows with 1s in both CU and 

CV, RV are rows with 1s only in CV .  

Step 3. Construct two submatrices U = (RU U RW, CU) and V = 

(RW U RV, CU U CV) delete the empty submatrix formed by 

(RU, CV). After being rearranged the matrix looks like the 

matrix drawn in Figure 4. 

Step 4. Process recursively U and V through repeating step 1 

to 3 until the pre-set minimum size of matrix is found and 

report those matrices with only 1s. If U and V do not share 

any rows or columns, i.e., RW is empty, these two matrices can 

be processed independently from each other. Nevertheless, if 

U and V over-lap, having a set rows of RW in common, there 

is a possibility that a bicluster in U has some rows in V. This 

situation may cause that part of the bicluster to be a maximal 

bicluster in V but not in E. To avoid this error, it requires to 

generate biclusters in V that must contain at least one column 

from each column set in Z, where Z is the set of all CV column 

sets in the current call stack.     

 
Figure 4  Step 2 and Step 3 of BCBimax algorithm. 

 

Step 5. Save the biggest matrix with only 1s as a bicluster, and 

delete this bicluster’s rows from the data to restart. 

Step 6. Continue step 1 to 5 until there is no new bicluster can 

be found. 

 

3. EXECUTION FLOW 
   The flowchart of using biclustering method to conduct 

market segmentation based on customer pain points includes 

five interrelated parts as depicted in Fig. 5. This denotes the 

execution of market segmentation using Bcbimax with 

similarity score. The development of Internet and bigdata 

drive companies to collaborate with customers in product 

innovation. For one thing, the spread of Internet allows 

companies to contact with end-consumers directly and more 

efficiently at a lower cost [8]. 

 

3.1 Data Collection 
   This is the first step in market segmentation, which is used 

to collect data from the customer. The companies can capture 

the customer experience more effectively and less costly 

through online surveys, online feedback forums, online 

reputation monitoring, digital experience replay and online 

focus group. Companies can collect customer pain points 

directly and easily from virtual brand communities [1, 7]. 

 

3.2 Similarity Score Calculation 
   Let A(I, J) be an n · m matrix of real numbers, where I = {1, 

2, . . . , n} is the set of customers and J = {1, 2, . . . ,m} is the 

set of customer pain points. The element aij of A(I, J) 

represents the expression level of customer i under customer 

pain point j. For a customer subset Iꞌ ⊆ I and customer pain 

point subset Jꞌ ⊆ J, A(Iꞌ, Jꞌ) denotes the sub-matrix (bi-

cluster) of A(I, J) that contains only the elements aij satisfying 

i Є Iꞌ and j Є Jꞌ [5]. The goal is to find a subset of customers 

that are related to the reference customer. When the reference 

customer is not known, that can enumerate all customers in the 

matrix or randomly select a number of customers as the 

reference customers. 

 

 
Figure 5 Flowchart in market segmentation. 

 

3.3 Constant Biclusters and Additive Biclusters 
   Let A(I, J) be an m x n customer  matrix and i* Є I a 

reference customer. A bicluster A(Iꞌ, Jꞌ) with Iꞌ⊆ I and 

Jꞌ⊆ J is a constant bicluster for reference customer i* if for 

any i Є Iꞌ and any j Є Jꞌ, aij = ai*j. A sub-matrix A(Iꞌ, Jꞌ) 

with set of rows Iꞌ and set of columns Jꞌ is an additive 

bicluster for reference customer i* if for any i Є Iꞌ and any j 

Є Jꞌ, aij ⊆ ai*j = ci, where ci is a constant for any row i. First, a 

similarity score to measure the similarity between the 

reference customer and any other customers can be defined. 

Similarity score between customers 

For an element aij of expression matrix A(I, J) and a reference 

customer i* Є I, define dij = | aij ⊆ ai*j | . When finding 

constant biclusters, it is necessary to ignore elements with big 

dij. So a threshold is assigned  α · davg, where  

         davg = 
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This is the average distance value of all elements in A(I, J). If 

dij ⊆ α · davg, it is believed that the two elements aij and ai*j 

are not similar and set the similarity sij to be 0. Otherwise, the 

similarity score is 

       1 -  
   

      
 +   

where β is the bonus for small dij. The purpose for using β is to 

further enlarge the similarity score for small dij and ignore dij’s 

that are greater than the threshold. That is defined as 

 

     
                                           

  
   

      
                     

                 (1)                                                          

When dij ≤ a · davg, this includes 
   

      
≤1. Thus, sij is always 

greater than or equal to 0. S(I, J) to denote the m x n similarity 

matrix containing the set of rows I and the set of columns J 

with every element sij computed as in (1). 

Similarity score for a bicluster 

Let S(I, J) be an m x n similarity matrix and S(Iꞌ, Jꞌ) be a bi-

cluster (submatrix) of S(I, J). For row i Є Iꞌ, the similarity 

score of row i in S(Iꞌ, Jꞌ) is s(i, Jꞌ) = ∑j Є Jꞌ sij. For column j 

Є Jꞌ, the similarity score of column j in S(Iꞌ, Jꞌ) is s(Iꞌ, j) 

= ∑i Є Iꞌ sij. The similarity score of s(Iꞌ, Jꞌ) is s(Iꞌ, Jꞌ) = 

min{mini Є Iꞌ s(i, Jꞌ), min j Є Jꞌ s(Iꞌ, j)}.Consider a constant 

bi-cluster S(Iꞌ, Jꞌ). If the similarity score of row i Є Iꞌ in 

S(Iꞌ, Jꞌ) is high, customer i has similar expression values 

with the reference customer i* under the column subset Jꞌ. If 

the similarity score of column j Є Jꞌ in S(Iꞌ, Jꞌ) is high, the 

expression values in column j of all customers in Iꞌ are 

similar to that of the reference customer i*. Thus, to find a 

constant bicluster, it is necessary to find a sub-matrix S(Iꞌ, 

Jꞌ) with the highest similarity score s(Iꞌ, Jꞌ). 

 

3.4 BCBimax Algorithm  
   Biclustering algorithm choosing is an problem dependent. 

An appropriate algorithm should be selected to match with the 

characteristics of the dataset. For example, in the research, the 

poll data of customer pain points will be transformed into a 

binary matrix by using similarity score, the biclustering 

algorithm to be selected should be capable of detecting all the 

subgroups who suffer from only the same pain points. Hence, 

the BCBimax algorithm is suitable for discovering market 

segments in the poll data of customer pain points. 

 

3.5 Data Analysis 
   Once the algorithm is executed, it can be used to perform 

data analysis. Results will be further evaluated and refined, 

which is a complicated process. Whether the number of 

biclusters is too large or too small, identifying the most 

potential or appealing segment markets and their key common 

pain points are of great significance. In addition, some small 

segment markets can be merged into a larger segment market 

based on their affiliations if necessary. 

 

3.6 Data Application 
   According to the outputs of Stage 4, companies ought to 

define the best new product features to be adopted in product 

design, or figure out “antidotes” to customer’s pains in 

distinguished market segments when updating or improving 

product. 

 

4. CONCLUSION 
   This method can assist companies to take full advantage of 

customer knowledge for product development. Before the 

biclustering technique being introduced, companies determine 

the importance of customer pain points in terms of frequency 

statistics and have not found proper tools to extract the valued 

customer knowledge hidden inside the data. Because of no 

discretization there is no loss of data and overlapping problem 

can also be solved by using similarity score measures.  This 

offers a managerially attractive solution for utilizing the poll 

data of customer’s pain points effectively. In practice, 

companies can also carry out market segmentation or 

customize individual products or service to target markets by 

analyzing other online customer knowledge.  
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