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Abstract:   The interference of the transmitted signals together generate dispersion in phase and amplitude, this 

interference can be compensated by using equalizers. In this review paper, popular types of equalizer will steady 

as well as building and simulation a model of Least Mean Square (LMS) linear equalizer based Simulink has been 

achieved with different setting of each components factor. To confirm the stages of the proposed device's work, 

three checks were presented during different time periods and the equalizer response was plotted to purify the 

signal from interference. The results of the three tests are documented in three plots as shown in the Figures 8, 9, 

10. Three scenarios for testing were presented, first used to plot the shape of the signal before entered to the 

equalizer, second when running the model and passed short period of time, there’d when a longer period of time 

passed. The response of the proposed system has been noted through plotting the improvement of the signal. 
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1. INTRODUCTION 
      Overlap between symbols is the interference that 

occurs when a signal is transmitted during the time dis-

persal channels. Adaptive filter based on the LMS al-

gorithm has been to focuses, the results indicate that 

the LMS algorithm convergence performance is ideal, 

and the expected signal can converge to the input sig-

nal. The adaptive filter application includes correcting 

channel mismatch by an adaptive linear filter. System 

performance improvement through frequency signal 

filter by adjustment degree filter and adaptive equalizer 

[1]. 

      The transmitted during a transmission channel is 

often subjected to interference; this distortion can be 

compensating by using adaptive equalizer [2]. There 

are different types of equalizers such as decision-feed-

back equalization, fractionally spaced equalizer, linear 

phase equalizer, blind equalization, T-shaped equalizer 

and so on [3]. Design and implement of an effective 

approach adaptive equalizer with LMS algorithm for 

Inter symbol interference cancelation that is caused by 

multipath propagation. In other words, to reduce the ef-

fects of interference between the symbols in the trans-

mitter and the receiver as soon as possible [4].  

 Study of investing convergence of three types of 

signed decision directed LMS equalizer, which are, 

sign LMS algorithms, sign error LMS algorithm and             

sign error LMS algorithm [5].              

      The principle and application of adaptive filter 

should be introduced, in order to analyze the adaptive 

filter based on LMS algorithm, based on the statistical 

experimental method simulation results are presented 

according to the principle and structure of LMS algo-

rithm [6-8].  

     A filter mechanism that automatic modifies its 

transfer function according to algorithm driven by an 

error signal is called an adaptive filter. while filters rep-

resent a non-adaptive because it’s have a static transfer 

function.  most types of adaptive filters are digital be-

cause of the complexity of the optimization algorithms.   

One of the characteristics of the adaptive filter is its use 

of feedback in the form of an error signal in order to 

refine its transfer function for the purpose of matching 

changing parameters. Some applications required 

adaptive filters because unknown in advance some pa-

rameters of the desired processing operation [9]. 

    With the adaptive notch filter, a signal with two dif-

ferent frequencies can be eliminated at the same time 

[10-12]. Digital identification system has been de-

scribed and implemented based on real-time processing 

through adaptive filtering algorithms over the DSK 

C6713 hardware platform. The evaluation of the work 

of this system is supported with numerical and graph-

ical results [13].  

     Innovative detection technology for MIMO systems 

has been developed. In this advanced technology, 

through the introduction of constellation constraints 

performance has been improved. In each time instance, 

a number of tentative decisions were produced through 

the estimates of the symbols made by the filter are re-

fined by a scheme that uses multi selected constellation 

points [14 – 18].     
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     In the presented review, the simulation model of 

LMS linear equalizer depend on Simulink has been de-

velop and implemented. To ensure that each sub-block 

is working properly and that it matches what is needed 

and planned, each one setting to special parameter. 

Three checks were performed for different periods of 

time to ensure the system was operating properly. The 

tests proved as shown in the Figures 8, 9 and 10 that 

the output signal improves with the advance of the time 

period. 

 

2. CONCEPT OF ADAPTATION PROCESS    

     Adaptive filters are automatic parameter estimation 

methods that appear in many communication systems 

and signal processing for applications such as echo 

cancellation, system identification, noise reduction, 

channel equalization, the tracking of the velocity and 

position of motion objects or vehicles e.g., in computer 

vision, GPS system, beam-forming, space time signal 

processing in mobile communication video coding and 

audio coding [19]. 

     Principle of operation of adaptive filters based on 

estimation hidden parameters or noise signal by reduc-

ing the objective error function, usually the mean 

squared difference (or error) between the target (de-

sired) signal and the filter's output signal. it’s used for 

identification and estimation of non-stationary chan-

nels and signals, also for unstable systems or in some 

of the applications that require low processing delays 

and/or sample-by-process modulation.  

     In other words, the principle of action of adaptive 

linear filters is based on the possibility of extracting the 

parameters or desired signal from the input through the 

process of estimation or a filtering [20]. 

     Adaptation of filter parameters depends on the pos-

sibility of reducing the object function, often the mean 

squared error between the (desired) target signal and 

the filter output. 

 

     The following types of filters represent the combi-

nation of adaptive filters:  

 

  • Scalar-valued input or vector-valued input vectors. 

  • Single input or multiple-inputs filters.   

  • Finite impulse response (FIR) or infinite impulse  

     response (IIR) filters.  

  • Linear or non-linear filters. 

      The sample adaptive filters namely two types 

which are recursive formulation of the least square er-

ror wiener filter (LMS) and the steepest descent (RLS). 

Sample adaptive filters have number of advantages 

compare with the block adaptive filters like, better 

tracking of the trajectory of non-stationary signals and 

lower processing delay. 

     These are essential and important characteristics in 

some of applications such as noise cancellation, echo 

cancellation, low-delay predictive coding, adaptive de-

lay estimation, channel equalization in mobile teleph-

ony and radar where fast tracking of time-varying pro-

cesses and time-varying environments and low delay 

are important objectives [21]. Figure 1, below repre-

sents one example of adaptive filter configuration. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 configuration of an adaptive filter 

 

3. EQUALIZATION AND TYPES 
     Inter-symbol Interference (ISI), it’s an interference 

can caused by a time-dispersive channels. It is one of 

the forms of distortion on symbols that causes the sym-

bols to overlap so that it becomes difficult to distin-

guish them at the receiver. One example, in a multipath 

scattering environment, therefore, late versions of the 

symbol transmission will be seen by the receiver and 

these can of course interfere with other symbol trans-

missions.   

     An equalizer mission is to try to mitigate ISI and, as 

a consequence, to improve the performance of the re-

ceiver. There are several types of equalizer which are, 

first the linear equalizers, that is further divided into 

two categories: Symbol-spaced equalizers (SSE) and 

fractionally spaced equalizers (FSEs), second, deci-

sion-feedback equalizers (DFEs), there’d maximum 

likelihood sequence estimation (MLSE) equalizers. To 

make a comparison of two algorithms, the first is the 

classic LMS algorithm, and the second is the adaptive 

NLMS algorithm: (Standard LMS), its notice that the 

second algorithm improves the convergence speed, 

compared to the first algorithm, and therefore, is more 

powerful [22-24].  

    A comparative study of five adaptive filters and four 

performance criteria are used, which are algorithm ex-

ecution time, tracking capability, convergence speed 

and minimum mean square error (MSE).  Correlated 

and unrelated input data in both fixed and non-fixed 

environments was used to demonstrate comparisons of 

all algorithms [25]. Some of equalizer denoted as adap-

tive equalizers like linear and decision-feedback equal-
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izers, this comes from being dependent on adaptive al-

gorithm when operating.  

     Adaptive filtering techniques are successfully used 

on communication systems such as channel equaliza-

tion problems, echo cancellation, smart antennas, spec-

tral estimation for speech analysis and synthesis and in-

terference cancellations and so on [26]. The adaptive 

algorithm used can be summarized as follows: 

 

  -  Least mean square (LMS) 

  -  Signed LMS, including these types: sign LMS, 

  -  Signed regress or LMS, and sign-sign LMS 

  -  Normalized LMS 

  -  Variable-step-size LMS 

  -  Recursive least squares (RLS) 

  -  Constant modulus algorithm (CMA)   

 

     In order to simulate any type of adaptive equalizer 

it is important to specify information about the equal-

izer structure, such as the number of taps, the adaptive 

algorithm like the step size, and the signal constellation 

used by the modulator in your model. Also, important 

point, specify an initial set of weights for the taps of the 

equalizer, the block adaptively updates and the weights 

throughout the simulation. 

     There are many algorithms used for data equaliza-

tion. According to the criterion which is used to opti-

mize the coefficients of the equalizer these can be cat-

egorized in three different classes which are [27]: 

 

•  Zero-Forcing (ZF) Equalizer 

•  Minimum Bit Error Rate (MBER) Equalizer. 

•  Minimum Mean Square Error (MMSE) Equalizer  

   Some of equalizer types can be explained in detail. 

 

3.1 Symbol Spaced Equalizers (SSE)    
     This type a linear equalizer consists of a tapped de-

lay line for stores samples from the input signal. Once 

per symbol period, the SSE outputs a weighted sum of 

the values in the delay line, as well as updating the 

weights for the purpose of preparing for the next sym-

bol period. The schematic diagram of the SSE is shown 

in Figure 2, with N weights; where the symbol period 

is T and yd represent the detected version of the output 

signal. 

     This type of equalizer is called symbol-spaced be-

cause both the sample rates of the input and output are 

equal. Linear stabilizers are simple in structure, but 

perform in specific channel conditions. In a linear 

equation, there is no feedback path to adjust the equal-

izer, so the equation is linear [28, 29]. 

     In practical applications, it is important to that train-

ing mode must be run first to gather information about 

the channel, and later switched to decision-directed 

mode. The error calculation operation produces a sig-

nal denoted as (e) given by the expression below, 

where R is a constant related to the signal constellation 

and (CMA) is the constant modulus algorithm.               

                        𝑑 − 𝑦             Algorithms CMA 

                    𝑦 (𝑅 − |𝑦|2)     CMA 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2 Schematic diagram of SSE 

       

     At simulation, The SSE operates in two modes. 

Training mode or decision directed mode. In training 

mode, the desired and transmitted symbols sequence 

are exactly matches i.e., the data has known to the re-

ceiver. While in decision-directed mode, the desired 

symbols are derived from the output of the decision de-

vice, this sign is denoted by yd.  This process is done 

by the switch block shown in the Figure 3. 

 

 
 

Figure 3 Selector switch between training and decision di-

rect modes 

 

3.2 Decision-Feedback Equalizers (DFE)  
     This type of equalizer represents a nonlinear equal-

izer that contains two filters, forward and feedback. 

The forward filter is similar to the linear equalizer de-

scribed in symbol spaced equalizers, while the feed-

back filter contains a tapped delay line whose inputs 

are the decisions made on the equalized signal. Im-

portant feature of this equalizer to cancel ISI while 

minimizing noise enhancement.  

     Figure 4, shows the schematic diagram of DFE type 

that contains a fractionally spaced with L represent for 

forward weights and N-L feedback weights. The deci-

sion feedback equalizer will predict the channel noise 

level through the noise index based on the previous 

noise samples. For the purpose of reducing the noise 

level of the channel, the feedback filter is used for this 
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case through subtract predicated noise from the input 

signal [30].  

     As explain in the schematic diagram, the forward 

filter is at the top side and the feedback filter is at the 

bottom side. If K is 1, the result is a symbol-spaced 

DFE instead of a fractionally spaced DFE. In each sym-

bol period, the forward filter receives K input samples, 

while the feedback filter will output one decision or 

training sample. The DFE equalizer then outputs a 

weighted sum of the values in the forward and feedback 

delay lines, and updates the weights to prepare for the 

next symbol period. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
 

Figure 4 Schematic diagram of DFE  
 

3.3 Adaptive blind equalization 

 Blind Algorithms, in this type of algorithm exploits 

the characteristics of the transmitted signals without 

the need for training sequences. 

 This type of algorithm has been so named because 

they provide a close-knife equalizer without overbur-

dening the overhead training transmitter. 

 These modern algorithms are able to obtain acquire 

equalization through the techniques of recovering the 

characteristic of the transmitted signal. In general, even 

when the initial error rate is massive, the blind equali-

zation technique directs modulus adjustment method 

towards optimal filter parameters.  

 A blind equalizer is in a position to compensate the 

distortions in the amplitude and delay of a communica-
tion channel using solely the data of the basic statistical 

properties of the information symbols and the channel 

output samples [31].  

 In blind equalizers there's no training sequence to 

calculate the tap weight coefficients, this is the im-

portant advantage of this type of equalizers, as a result 

there is no bandwidth is wasted by its transmission. 

Blind equalization is effective for digital mobile, cable 

TV, communication systems, a high-speed digital ra-

dio, multi-point networks and 

digital terrestrial TV broadcasting [32,33]. The Figure 

5, represent the general block diagram for blind equal-

izer.   

 

 

 

 

 

 

 

 

 

Figure 5 General block diagram of blind equalizer 

 

 Combination process adaptive equalization with the 

communication system is clear shows in figure (). In 

this system, the linear FIR filter represented by the 

equalizer G(z,W) with parameter vector W designed 

for the purpose to remove the distortion caused by 

channel ISI.  The goal of the equalizer shown in the 

Figure 6, is to generate reliable output signal y(n). This 

signal can be quantized to get a reliable estimate of the 

channel input data [34]. 

 

  

  

 

 

 

 

 

 

 

 

 

 

Figure 6 Adaptive blind equalization 

4.  PROPOSED SIMULATION MODEL OF 

LMS LINEAR EQUALIZER USING 

SIMULINK         

     The proposed model block diagram shown in Figure 

4, the model consists of different of sub-blocks each 

one has a specific parameter must be right setting.  The 

simulation transmits a 16- QAM signal, modeling the 

channel using a Finite Impulse Response (FIR) filter 

followed by Additive White Gaussian Noise (AWGN). 

The equalizer receives the signal from the channel and, 

as training symbols, a subset of the modulator's output. 

The equalizer operates in training mode at the begin-

ning of each frame and then switches to decision-
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directed mode.   As shown for Figure 7, two scopes are 

used to contrasts the signals before and after 

equalization to illustrate the effect of the equalizer.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7 Block diagram of the proposed simulated model of 

LMS linear equalizer 

 

     To build simulated model of this type of equalizer, 

some of factors must be take on other consideration for 

configure each block of the model by setting its param-

eters to required values. 

 

4.1 Random Integer Generator block:  
In this block the following setting must be performs 

- Set M-any number to 16. 

- Set Sample time to 1/1000. 

- Select Frame-based outputs. 

- Set Samples per frame to 1000. 

 

4.2 Rectangular QAM Modulator Baseband  
In this block the important factors must be setting are: 

- Set Normalization method to Average power. 

- Set Average power to 1.  

4.3 Digital Filter 
The digital filter block parameters that must be setting 

are: 

- Set Transfer function type to FIR (all zeros). 

- Set Filter structure to direct form transposed. 

- Set Numerator coefficients to [1    ̶  0. 3  0.1  

0.2j]. 

 

4.4 Sub-matrix block. 
This block has the required setting:          

- Set ending row to index. 

- Set ending row index to 100.  

 

4.5 AWGN Channel  
The important factors must be setting at this block 

are: 

  - Set mode to signal to noise ratio (SNR). 

  - Set SNR to 40.   

 

4.6 LMS Linear Equalizer Block.  
The important factor must be setting at this block are: 

- Set Number of taps to 6. 

- Clear  the  Mode  input port,  Output  error,   and  

output weights check boxes. 

 

5. TEST AND RESULTS 

     In order to check the proposed simulated model re-

sponse, two plot scope are used for this purpose, and 

the connection points of these scope has shown in fig-

ure 4. Three test scenarios were presented, first to draw 

the signal shape before entering the equalizer, and the 

second when the model is run and the passage of a short 

period of time, the third when a longer period of time 

has passed. The result of each test is recorded in a spe-

cific plot. When comparing these three plots, the dif-

ference in improving the appearance of the signal by 

diminishing interventions is noted, this is evidence of 

equalizer work.  The details functions of these three 

tests are explain as follows: 

 

 

 

5.1 Behavior the system before equalization. 
     In this case, it's possible to plot the system behavior 

to scope display before equalization deviates noticea-

bly from a 16-QAM signal constellation. The result of 

this case is shown in the Figure 8. 

 

 

 
 

Figure 8 Scope display of signal before equalization 

 

5.2 Signal plot at the beginning   of   the  

      simulation   
     At the beginning of the simulation operation, a 

slight effect of the action of the equalizer on the signal 

is noted, or in other words the equalizer does not appear 

to improve the scatter plot. In fact, the equalizer is busy 

trying to adapt its weights appropriately. Figure 9, 
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shows the equalized signal at the beginning of the sim-

ulation. 

 

 
 

Figure 9 Scope display of the signal at the beginning of sim-

ulation 

 

5.3 System behavior after a period of time has 

passed 
     This is the steady state of the system working, after 

a period of time has passed in the simulation, the equal-

izers weights work well on the received signal. As a 

result, the signal appears far more equal the constella-

tion of 16-QAM   signal   is   much like the received 

signal. Figure 10, shows the plot of the behavior of the 

system at this case. 

 

 
 

Figure 10 Scope display of signal at the steady state behav-

ior of the system 

  

6. CONCLUSION   
      During the study of different types of equalizers, it 

was noted that each type of equalizer has advantages, 

disadvantages and a different characteristics', all these 

can be summarized as follows. Regarding the LMS al-

gorithm, it is very fast to implement, but on the other 

hand it is slowly converging, and its complexity grows 

linearly with the number of weights. For the RLS algo-

rithm, it converges quickly, but on the other hand, ap-

proximately its complexity grows with square weights.  

Therefore, it can be said that this algorithm is unstable 

to implement or work with the large number of 

weights.  For the all various types of signed LMS algo-

rithms, it's possible and simplicity to hardware imple-

mentation. For the both types of LMS normalized and 

variable-step-size algorithms, it is more powerful to 

change the input signal statistics. Concerning the con-

stant modulus algorithm is convenient and useful when 

there is no training of the signal is available, and its 

performance is better with constant modulus modula-

tions like PSK. Depending on simulation techniques 

and programs, such as Matlab,  Simulink and others, it 

became possible to design and implement model simu-

lations for any of the existing type of equalizer. Also it 

is possible to change the parameters and note the results 

of operating and performing the model work. Accord-

ingly, in this research a simulation of LMS linear 

Equalizer model was performed, three tests have been 

performed for different operating stages and different 

time periods. It was accurately observed that the output 

signal for this equalizer improved over time, this is 

clear by the three output response plots. 
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